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Abstract

■ The aim of these experiments was to compare conceptual
priming for linguistic and for a homogeneous class of nonlinguis-
tic sounds, impact sounds, by using both behavioral (percentage
errors and RTs) and electrophysiological measures (ERPs). Ex-
periment 1 aimed at studying the neural basis of impact sound
categorization by creating typical and ambiguous sounds from
different material categories (wood, metal, and glass). Ambigu-
ous sounds were associated with slower RTs and larger N280,
smaller P350/P550 components, and larger negative slow wave
than typical impact sounds. Thus, ambiguous sounds were more

difficult to categorize than typical sounds. A category member-
ship task was used in Experiment 2. Typical sounds were fol-
lowed by sounds from the same or from a different category
or by ambiguous sounds. Words were followed by words, pseudo-
words, or nonwords. Error rate was highest for ambiguous
sounds and for pseudowords and both elicited larger N400-like
components than same typical sounds and words. Moreover,
both different typical sounds and nonwords elicited P300 compo-
nents. These results are discussed in terms of similar conceptual
priming effects for nonlinguistic and linguistic stimuli. ■

INTRODUCTION

Word processing is specific in that the sequences of
phonemes that form spoken words (or the sequence of
graphemes that form written words) are not meaningful
by themselves but acquire meaning through the process
of double articulation. Thus, there is generally no direct
relationship between the sound (or form) of a word and
its meaning (de Saussure, 1916). By contrast, a causal re-
lationship exists between the perceptual characteristics
of environmental sounds (e.g., broken glass) and the
meaning that is derived from them (e.g., a glass was bro-
ken; Ballas, 1993; Ballas & Howard, 1987). On the basis of
such differences, one may expect words and environmen-
tal sounds to be processed differently. However, results of
several experiments that have used the ERP method to ad-
dress this question argue in favor of the similarities rather
than the differences in theprocessingofwords and environ-
mental sounds (Orgs, Lange, Dombrowski, & Heil, 2006,
2007, 2008; Cummings et al., 2006; Plante, Van Petten, &
Senkfor, 2000; Van Petten & Rheinfelder, 1995).
One of the first studies of conceptual priming was con-

ducted by Van Petten and Rheinfelder (1995). In their first
experiment, environmental sounds were used as primes
and related words, unrelated words, and pseudowords

were used as targets. Participants were asked to decide
whether the target stimulus was a word or not (lexical de-
cision task). Results showed higher error rate for pseudo-
words than for words and faster RTs for related than for
unrelated words. Thus, these results demonstrated con-
ceptual priming between environmental sounds andwords.
To examine the neural basis of this effect, they took ad-
vantage of the N400 component (Kutas & Hillyard, 1980)
to compare priming when the prime is an environmental
sound and the target a related or an unrelated printed
word and vice versa. Results revealed that conceptual
priming, as reflected by the N400 effect (i.e., the differ-
ence between unrelated and related targets), was very
similar for environmental sounds and for words. This re-
sult argues in favor of the similarity of the neural pro-
cesses involved in computing the meaning of words and
environmental sounds. However, although the typical,
slightly larger over the right than left hemisphere distribu-
tion of the N400 effect was found for target words (Kutas,
Van Petten, & Besson, 1988; Kutas & Hillyard, 1982), the
N400 effect to environmental soundswas larger over the left
hemisphere. Similar interhemispheric differences in the
N400 effect were reported in a subsequent study (Plante
et al., 2000) in which priming for pairs of line drawing and
environmental sounds, on one side, and for pairs of printed
and spoken words, on the other side, was compared using
the same task as in Van Petten and Rheinfelder (1995).

More recently, Orgs et al. (2006) used printed words as
primes followed by environmental sounds as targets (or
vice versa). Primes and targets were semantically related or
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unrelated, and participants were asked to decide whether
the words and environmental sounds fitted together or
not. Results showed slower RTs and larger N400 ampli-
tude for unrelated than for related targets. Moreover,
the N400 effect showed an earlier onset for environmen-
tal sounds than for words over parieto-occipital sites. In
subsequent studies with similar design and stimuli, par-
ticipants were asked to perform either a physical task or
a semantic task (Orgs et al., 2007, 2008). In both tasks,
the authors found an N400 effect that was taken to reflect
the automatic processes that mediate analysis of sound
meaning. Finally, Cummings et al. (2006) also used a cross-
modal priming design with pictures presented as primes
and related or unrelated spoken words, environmental
sounds, or nonmeaningful sounds (defined by the authors
as “computer-generated sounds that were not easily associ-
ated with any concrete semantic concept”; Cummings et al.,
2006, p. 104) presented as targets. Participants were asked to
decide whether the two stimuli matched or mismatched.
They reported an N400 effect for both words and environ-
mental sounds but not for nonmeaningful sounds. Again,
the N400 effect had an earlier onset for environmental
sounds than for words, but in contrast with Orgs et al.
(2006), the N400 effect was larger for environmental sounds
than for words over frontal sites (F3/F4). Moreover, in con-
trast to Plante et al. (2000) and Van Petten and Rheinfelder
(1995), they reported no interhemisphere differences. Find-
ings from an experiment using event-related desynchroniza-
tion to compare words and environmental sounds suggest
the involvement of left-lateralized phonological and se-
mantic processes for words and of distributed processes in
both hemispheres for environmental sounds (Lebrun et al.,
2001). On the basis of these results, Lebrun et al. (2001) sug-
gested a common semantic system for both words and en-
vironmental sounds but with more specific perceptual
processing for the later.

Other studies have also examined conceptual priming
between music and language. Results have shown the oc-
currence of an N400 component to unrelated visual word
targets when primes were long musical excerpts (several
seconds; Koelsch et al., 2004). Recently, Daltrozzo and
Schön (2009) used either words or short musical excerpts
(1 sec) as primes and targets and found an N400 effect in
both cases. However, the scalp distribution of the N400 ef-
fect was temporal for musical excerpts and parietal for vi-
sual word targets. To our knowledge, only one study has
examined priming effects for pairs of musical excerpts pre-
sented both as prime and as target stimuli (Frey et al., 2009).
Although the musical excerpts used as primes conveyed
specific concepts, the musical excerpts used as targets either
conveyed the same concept as the prime (congruous) or
started with the same concept but shifted midstream into
another concept (incongruous). Results showed an N400-
like component, which was largest over right frontal re-
gions, to incongruous musical excerpts in nonmusicians.

Taken together, results of these studies, which used dif-
ferent experimental designs, stimuli, and tasks (i.e., lexical

decision task, matching tasks, physical or semantic prim-
ing), nevertheless concur in showing that environmental
sounds or musical excerpt targets that are unrelated to
word or picture primes elicit increased negative compo-
nents in the N400 latency band compared with related tar-
gets. However, the scalp distribution of these effects varies
either between hemispheres (Lebrun et al., 2001; Plante
et al., 2000; Van Petten & Rheinfelder, 1995) or along the
anterior-posterior dimension (Daltrozzo & Schön, 2009;
Cummings et al., 2006; Orgs et al., 2006). Thus, whether
conceptual priming for environmental sounds, music, and
words rely on similar or different processes still remains
an open issue.

The Present Studies

In the different studies summarized above (except for Frey
et al., 2009), some form of cross-modal priming was always
used between pictures, printed or spoken words, musical
excerpts, on one side, and nonlinguistic sounds (environ-
mental sounds, musical excerpts), on the other side. As a
consequence, the presence of words or pictures in the ex-
perimental design may have encouraged the use of lin-
guistic encoding strategies. Thus, the possibility remains
that, within such experimental contexts, participants associ-
ated a verbal label to each sound thereby explaining the
similarity of the N400 for words and environmental sounds.
In a recent study, Schön, Ystad, Kronland-Martinet, and
Besson (2009) also used a cross-modal priming design
but they tried to minimize linguistic mediation by pre-
senting sounds with no easily identifiable sound sources
(i.e., a verbal label could not easily be associated to the
sounds). Again, larger N400 components were found for
targets (sounds or words) that were unrelated to the
primes (words or sounds). However, this cross-modal de-
sign still involved words as prime or target stimuli. There-
fore, our first aim was to reduce the influence of linguistic
mediation by using only nonlinguistic sounds as prime
and target. Moreover, in previous studies, the set of non-
linguistic sounds that were used were often very diverse
and nonhomogeneous (e.g., animal or human nonspeech
sounds, instrumental sounds, and everyday life sounds). As
these different types of sounds may engage different pro-
cesses, our second aim was to use only one homogeneous
class of environmental sounds: impact sounds from wood,
metal, or glass. Finally, to our knowledge, priming effects in-
cluding only linguistic primes and linguistic targets on one
side and nonlinguistic primes and nonlinguistic targets on
the other side have never been directly compared within
subjects. Thus, our third aim was to directly compare within-
subjects conceptual priming for impact sounds and for
linguistic sounds by using the same task with both types
of stimuli. However, to use a priming design including only
nonlinguistic sounds as stimuli, we first needed to create
typical sounds from different impact sound categories
(i.e.,wood, metal, glass) and ambiguous sounds. The aims
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of Experiment 1 were to create such sounds and to study
the neural basis of impact sound categorization.

EXPERIMENT 1: SOUND CATEGORIZATION

To create typical and ambiguous impact sounds, we used
a morphing technique. First, sounds from three material
categories (wood, metal, and glass) were recorded, ana-
lyzed, and resynthesizedusing an analysis–synthesismethod
(Aramaki & Kronland-Martinet, 2006) to generate realistic
synthetic sounds. Second, soundcontinuawere created that
simulate progressive transitions between sounds from dif-
ferent materials (i.e., wood–metal, wood–glass, and metal–
glass continua). Although sounds at extreme positions on
the continua were synthesized to be as similar as possible
to natural sounds, sounds at intermediate positions were
synthesized by interpolating the acoustic parameters charac-
terizing sounds at extreme positions. They were conse-
quently ambiguous (e.g., neither wood nor metal). Sounds
from the different continua were randomly presented, and
participants were asked to categorize each sound as wood,
metal, or glass. If sounds at extreme positions of the con-
tinua are indeed perceived as typical exemplars of their
respective categories, they should be categorized faster
and with lower error rate than sounds at intermediate posi-
tions on the continua.
Little is known about the neural basis of impact sound

perception. To investigate this issue, we also recorded
ERPs while participants performed the categorization task.
Results of studies on the categorization of nonspeech stim-
uli have shown that the amplitude of the N200–P300 com-
plex, which typically follows the N100–P200 exogenous
complex, is influenced by the difficulty of the categoriza-
tion task: The N200 component is larger and the P300
component is smaller to stimuli that are more difficult to cat-
egorize (Donchin & Coles, 1988; Ritter, Simson, & Vaughan,
1983; Donchin, 1981; Ritter, Simson, Vaughan, & Friedman,
1979; Simson, Vaughan, & Ritter, 1977). Thus, if ambigu-
ous sounds are more difficult to categorize than typical
sounds because they are composed of hybrid acoustic fea-
tures, they should elicit larger N200 and smaller P300
components than typical sounds.

Methods

Subjects

A total of 25 participants were tested in this experiment
that lasted for about 1 hour. Three participants were ex-
cluded from final data analysis because of the high num-
ber of trials contaminated by ocular and muscular artifacts.
The remaining 22 participants (11 women and 11 men;
19–35 years old) were all right-handed, were nonmusicians
(no formal musical training), had normal audition, and
had no known neurological disorders. They all gave written
consent to participate to the experiment and were paid for
their participation.

Stimuli

We first recorded sounds by impacting everyday life ob-
jects made of different materials (i.e., wooden beams,
metallic plates, and various glass bowls) to insure the
generation of realistic familiar sounds. Then, we used a
simplified version of the model described in Aramaki
and Kronland-Martinet (2006) on the basis of an additive
synthesis technique to resynthesize these recorded sounds
(44.1-kHz sampling frequency). From a physical point
of view, because the vibrations of an impacted object (un-
der free oscillations) can generally be written as a sum of
exponentially damped sinusoids, the recorded sounds are
considered to be well described by

sðtÞ ¼ θðtÞ
XM

m¼1

Amsinð2πfmtÞe−αmt ð1Þ

where θ(t) is the Heaviside unit step function, M is the
number of sinusoidal components, and the parameters
Am, fm, and αm are the amplitude, frequency, and damp-
ing coefficient of the mth component, respectively. The
synthesis parameters of this model (i.e., M, Am, fm, and
αm) were estimated from the analysis of the recorded
sounds (examples of analysis–synthesis processes can be
found in Kronland-Martinet, Guillemain, & Ystad, 1997).
In practice, many sounds from each material category
were recorded and resynthesized and the five most repre-
sentative sounds per category (as judged by seven listen-
ers) were selected for the current study.

All sounds were tuned to the same chroma (note C that
was closest to the original pitch) and were equalized in
loudness by gain adjustments. Averaged sound duration
was 744msec for wood, 1667msec for metal, and 901msec
for glass category. Because the damping is frequency de-
pendent (see Equation 1), the damping coefficient of each
tuned component was modified according to a damping
law estimated from the original sound (Aramaki, Baillères,
Brancheriau, Kronland-Martinet, & Ystad, 2007).

A total of 15 sound continua were created as progressive
transitions between twomaterial categories (i.e., 5 different
continua for each transition: wood–metal, wood–glass, and
glass–metal). Each continuum comprised 20 sounds that
were generated using additive synthesis (see Equation 1).
Each sound of the continuum was obtained by combining
the spectral components of the two extreme sounds and
by varying the amplitude and damping coefficients. Ampli-
tude variations were obtained by applying a cross-fade
technique between the two extreme sounds. Damping
coefficients were estimated by a hybrid damping law result-
ing from the interpolation between the damping laws of
the two extreme sounds. Note that this manipulation al-
lowed creating hybrid sounds that differed from a simple
mix between the two extreme sounds because at each step,
the spectral components are damped following a same hy-
brid damping law. All sounds are available at http://www.
lma.cnrs-mrs.fr/∼kronland/Categorization/sounds.html.
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Procedure

A total of 300 sounds were presented in a random order
within five blocks of 60 sounds through one loudspeaker
(Tannoy S800) located 1 m in front of the participants.
They were asked to listen to each sound and to categorize
it as wood, metal, or glass as quickly as possible by press-
ing one button on a three-button response box. The associ-
ation between response buttons and sounds was balanced
across participants. The experiment was conducted in a
faradized room. A row of XXXX was presented on the
screen 2500 msec after sound onset for 1500 msec to give
participants time to blink, and the next sound was then
presented after a 500-msec delay.

Recording ERPs

The EEG was recorded continuously from 32 Biosemi Pin-
type active electrodes (Amsterdam University) mounted
on an elastic headcap and located at standard left and right
hemisphere positions over frontal, central, parietal, occip-
ital, and temporal areas (international extended 10/20
system; Jasper, 1958): Fz, Cz, Pz, Oz, Fp1, Fp2, AF3, AF4,
F7, F8, F3, F4, Fc5, Fc6, Fc1, Fc2, T7, T8, C3, C4, Cp1, Cp2,
Cp5, Cp6, P3, P4, PO3, PO4, P7, P8, O1, and O2. More-
over, to detect horizontal eye movements and blinks, the
EOG was recorded from flat-type active electrodes placed
1 cm to the left and right of the external canthi and from
an electrode beneath the right eye. Two additional elec-
trodes were placed on the left and right mastoids. EEG
was recorded at 512-Hz sampling frequency using Biosemi
amplifier. The EEG was rereferenced off-line to the alge-
braic average of the left and right mastoids and filtered
with a band-pass of 0–40 Hz.

Data were analyzed using Brain Vision Analyzer software
(Brain Products, Munich), segmented in single trials of
2500 msec starting 200 msec before the onset of the sound
and averaged as a function of the type of sound (i.e., typical
vs. ambiguous).

Results

Behavioral Data

Participantsʼ responses and RTs were collected for each
sound and were averaged across participants. Sounds cat-
egorized within a category (wood, metal, or glass) by more
than 70% of the participants were considered as typical
sounds; sounds categorized within a category by less than
70% of the participants were considered as ambiguous
sounds. As can be seen in Figure 1 (top), participantsʼ re-
sponses are consistent with the position of the sound on
the continua so that typical sounds are located at extreme
positions and ambiguous sounds at intermediate positions
on the continua.

RTs to typical and ambiguous sounds were submitted
to repeated measures ANOVAs (for this and following sta-

tistical analyses, effects were considered significant if the
p value was equal to or less than .05) that included Type
of Sounds (typical vs. ambiguous) and Continua (wood–
metal, wood–glass, and glass–metal) as within-subject fac-
tors. For typical sounds, only RTs associated to correct
responses were taken into account. As shown in Figure 1
(bottom), RTs to typical sounds (984 msec) were shorter
than RTs to ambiguous sounds (1165 msec), F(1, 21) =
74.00, p< .001. Moreover, the Type of Sounds× Continua
interaction was significant, F(2, 42) = 22.24, p < .001. Re-
sults of post hoc comparisons (Tukey tests) showed that
although RTs were shorter for typical than for ambigu-
ous sounds for each continuum ( p < .01), this difference
was larger for the wood–glass continuum (281 msec) than
for the wood–metal (184 msec) and glass–metal (79 msec)
continua.

Electrophysiological Data

Separate ANOVAs were conducted for midline and lateral
electrodes. Type of sounds1 (typical vs. ambiguous) and
Electrodes (Fz, Cz, Pz) were used as factors for midline
analyses. Type of Sounds, Hemispheres (left vs. right),
ROIs (fronto-central R1, centro-temporal R2, and centro-
parietal R3), and Electrodes (three for each ROI: [AF3,
F3, FC5]/[AF4, F4, FC6]; [T7, C3, CP5]/[T8, C4, CP6]; and
[P7, P3, CP1]/[P8, P4, CP2]) were included for lateral anal-
yses. On the basis of visual inspection of the ERP traces
(Figure 2) and results of successive analyses in 50-msec la-
tency windows, the following time windows were chosen
for statistical analysis:2 0–250 msec (P100–N100–P200),

Figure 1. Categorization function (top) and mean RTs in millisecond
(bottom) averaged across the 15 continua as a function of sound
position (from 1 to 20). Standard deviations are indicated at each
sound position. The categorization function represents the percentage
of responses in the material category corresponding to the right
extreme of the continuum. The vertical dotted gray lines delimit
the zones of typical (extremes positions) and of ambiguous
(intermediate positions) sounds.
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250–400 msec (N280-P350), and 400–800 msec (negative
slow wave [NSW] and P550).
Figure 2 shows the ERPs for midline and selected lateral

electrodes (the most representative electrode for each
ROI). Both typical and ambiguous sounds elicited similar
P100, N100, and P200 components at midline and lateral
electrodes (no significant effect in the 0- to 250-msec la-
tency band). The ERPs in the two conditions then start
to diverge with larger N280 and smaller P350 components
in the 250- to 400-msec latency band for ambiguous
(−0.89 μV) than for typical sounds (0.54 μV) at midline
electrodes, F(1, 21) = 4.19, p< .05. Results of fine-grained
analyses in successive 50-msec latency bands revealed that
these differences started earlier over fronto-central regions
of the left—from 300 msec at F3 ( p < .001) and C3 ( p <
.01) electrodes; Type of Sounds × Hemispheres × ROI ×
Electrodes interaction: F(4, 84) = 2.68, p < .05—than of
the right hemisphere—from 350 msec at F4 electrode (p<
.05); Type of Sounds × Hemispheres × ROI × Electrodes
interaction: F(4, 84) = 2.32, p = .06 (see Figure 2).
In the 400- to 800-msec latency range, the main effect of

Type of Sounds was still significant: midline, F(1, 21) =
23.60, p < .001; lateral, F(1, 21) = 17.91, p < .001. Al-
though typical sounds were associated with larger positiv-
ity (P550) than ambiguous sounds over parietal regions,
ambiguous sounds elicited larger NSW than typical sounds
over fronto-central regions: Type of Sounds × ROI inter-
action, F(2, 42) = 4.11, p < .05. These differences were
larger over the left (3.4 μV) than the right (2.78 μV) hemi-
sphere in the 550- to 700-msec latency band2: Type of
sounds × Hemispheres interaction, F(1, 21) = 4.60, p <
.05 (see striped zones in Figure 2).

Discussion

Analysis of behavioral data showed that sounds catego-
rized within a material category by less than 70% of the
participants (ambiguous sounds) were associated with
slower RTs than sounds that were categorized within a
category by more than 70% of the participants (typical
sounds). This was found for each continuum. Thus, as
hypothesized, ambiguous sounds were more difficult to
categorize than typical sounds. This result is in line with
previous findings in the literature showing slower RTs
for nonmeaningful than for meaningful sounds (e.g.,
Cummings et al., 2006). The differences between typical
and ambiguous sounds were smaller in the wood–metal
and glass–metal continua than in the wood–glass contin-
uum. This is interesting from an acoustic perspective
because metal sounds typically present higher spectral
complexity (related to the density and repartition of
spectral components) than both wood and glass sounds
that show closer sound properties. Thus, ambiguous
sounds in wood–metal and glass–metal continua were
easier to categorize than those in the wood–glass contin-
uum and the ambiguity effect was smaller.

Electrophysiological data showed that ambiguous
sounds elicited more negative ERPs (a negative compo-
nent, N280, followed by an NSW) than typical sounds
over fronto-central regions. By contrast, typical sounds
elicited more positive ERPs (P350 and P550 components)
than ambiguous sounds over frontal and parietal regions.
These findings were expected on the basis of previous
results in categorization tasks showing that the amplitude
of the N200 component is larger and the amplitude of

Figure 2. ERPs to typical
(black line) and ambiguous
sounds (gray line) at midline
and at selected lateral
electrodes (the most
representative electrodes for
each ROI). For this and
following figures, the amplitude
of the effects is represented
on the ordinate (in μV;
negativity is up). The time
from sound onset is on the
abscissa (in msec). The gray
zones indicate the latency
ranges in which differences
between typical and ambiguous
sounds were significant. These
differences started earlier
(vertical gray arrows) and were
larger (striped zones) over the
left than the right hemisphere.
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the P300 component is smaller to stimuli that are more
difficult to categorize (Donchin & Coles, 1988; Ritter
et al., 1983; Duncan-Johnson & Donchin, 1982; Donchin,
1981; Kutas, McCarthy, & Donchin, 1977). Moreover, in
line with the long duration of the RTs (around 1 sec),
the long latency of the positive component (P550) is
taken to reflect the difficulty of the categorization task
(participants were required to categorize sounds in one
of three possible categories) and the relatively long dura-
tion of the sounds (860 msec, on average, over the three
categories). Thus, both behavioral and ERP data showed
that we were able to create ambiguous sounds that were
more difficult to categorize than typical sounds.

The differences between ambiguous and typical sounds
started earlier over the left (300 msec) than the right
(350 msec) hemisphere and were also larger over the left
than right hemisphere in the 550- to 700-msec latency
band (see striped zones in Figure 2). This scalp distri-
bution is similar to the left-hemisphere distribution re-
ported for sounds by Van Petten and Rheinfelder (1995).
Moreover, as found by these authors, a long-lasting NSW
developed over frontal sites that lasted for the entire re-
cording period. Late NSW are typically interpreted as re-
flecting processes linked with the maintenance of stimuli
in workingmemory, expectancy (Walter, Cooper, Aldridge,
McCallum, & Winter, 1964), and attention (King & Kutas,
1995). In the present experiment, the NSW may indeed
reflect expectancy processes because a row of XXXX fol-
lowed sound offset, but it may also reflect sound duration
processing (as the “sustained potential” reported by Alain,
Schuler, & McDonald, 2002) and categorization difficulty
because this fronto-central negativity was larger for am-
biguous than for typical sounds. In particular, as it has been
proposed for linguistic stimuli (see Kutas & Federmeier,
2000), this larger negativity may reflect the difficulty of ac-
cessing information from long-term memory.

Finally, it should be noted that no significant differences
were foundon the P100 andN100 components. These com-
ponents are known to be sensitive to sound onset (e.g., at-
tack time) and temporal envelope (for a review, see Kuriki,
Kanda, & Hirata, 2006; Shahin, Roberts, Pantev, Trainor, &
Ross, 2005; Shahin, Bosnyak, Trainor, & Roberts, 2003;
Hyde, 1997). However, because differences in attack time
between typical and ambiguous sounds were 0.1 msec,
on average, they were consequently not perceptible as this
value is below the temporal resolution of the human hear-
ing system (Gordon, 1987), thereby explaining the lack of
differences in the ERPs.

EXPERIMENT 2: CONCEPTUAL AND
SEMANTIC PRIMING

Results of Experiment 1 showed that we were able to
create typical and ambiguous sounds. The goal of Experi-
ment 2 was to use these sounds in a priming design to
address the three aims described in the introduction: (1)
test for conceptual priming between pairs of nonlinguistic

sounds, (2) use only one homogeneous class of sounds
(impact sounds), and (3) directly compare conceptual
priming for nonlinguistic stimuli on one side and for lin-
guistic stimuli on the other side. To achieve these aims,
it was important to use the same task with both types of
sounds. Thus, participants were asked to decide whether
the target belonged to the same or to a different category
than the prime. For the linguistic sounds and based on the
design used by Holcomb and Neville (1990), primes were
always words, and targets were words, pseudowords, or
nonwords (i.e., words played backward). To use similar
design and experimental conditions with nonlinguistic
sounds, primes were always impact sounds, and targets
were typical impact sounds from the same category as
the prime, ambiguous sounds and typical impact sounds
from a different category than the prime.3

On the basis of previous results in the literature with lin-
guistic stimuli (Holcomb&Neville, 1990; Bentin, McCarthy,
& Wood, 1985) and results of Experiment 1 with non-
linguistic stimuli, we hypothesized that pseudowords and
ambiguous sounds should be more difficult to catego-
rize (i.e., higher error rates and slower RTs) than stimuli
from the other two categories. Moreover, as reported by
Holcomb and Neville (1990) and in previous studies (for a
review, see Kutas, Van Petten, & Kluender, 2006), pseudo-
words should also elicit larger N400 than words. Holcomb
and Neville (1990) argued that “Perhaps this was because
their word-like characteristics also produce lexical activa-
tion, but because no complete match was achieved, the
amount of activation produced was greater and more pro-
longed” (p. 306). More generally, this result has been taken
to reflect the (unsuccessful) search for meaning of ortho-
graphically and phonologically legal constructions that
nevertheless have no meaning (see Kutas & Federmeier,
2000). However, the N400 to pseudowords may also re-
flect their lower familiarity than words and their ambig-
uous nature: They are word-like at the orthographic and
phonological levels but are not real words at the semantic
level. In such case, ambiguous sounds that share acoustic
properties with typical sounds of a material category but
nevertheless are not typical exemplars of any categories
may also elicit N400-like components. It was therefore of
interest to determine whether ambiguous sounds would
be processed as pseudowords and elicit N400-like com-
ponents or would rather elicit increased N280 and NSW
as found in Experiment 1. Finally, nonwords (i.e., words
played backward) should elicit larger P300 components
than words, as reported by Holcomb and Neville (1990).
Indeed, although words played backward keep the main
attributes of vocal sounds (i.e., the formantic structure of
the spectrum due to the resonance of the vocal tract), they
should readily be perceived as belonging to a different
category than the word prime. Similarly, if typical sounds
from a different category than the prime are easily cat-
egorized as such, they should also elicit larger P300 com-
ponents than typical sounds from the same category than
the prime.
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Methods

Subjects

A total of 19 students (8 women and 11 men; 24 years
old, on average) participated in this experiment that
lasted for about 1 hour 30 min. None had participated
in Experiment 1. They were right-handed, nonmusicians
(no formal musical training), French native speakers with
no known neurological disorders. They all gave written
consent to participate in the experiment and were paid
for their participation.

Stimuli

A total of 120 pairs of nonlinguistic stimuli were pre-
sented. Primes were always typical sounds from a given
material category (i.e., wood, metal, or glass), and targets
were either sounds from the same category as the prime
(Same condition, 30 pairs), ambiguous sounds (Ambigu-
ous condition, 60 pairs), or sounds from a different cate-
gory than the prime (Different condition, 30 pairs). The
number of ambiguous pairs was twice the number of pairs
in the Same and Different conditions to balance the num-
ber of Yes and No responses. (On the basis of the results
of Experiment 1, we expected participants to give as many
Yes as No responses to ambiguous targets.) The averaged
duration of nonlinguistic stimuli was 788 msec.
A total of 180 pairs of linguistic sounds were presented.

Primes were always French spoken words and targets
were spoken words (Same condition, 90 pairs), pseudo-
words (Ambiguous condition, 45 pairs), or nonwords (Dif-
ferent condition, 45 pairs). Word targets were bisyllabic
nouns. Pseudowords were constructed by modifying one
vowel from word targets (e.g., boteau from bateau). Non-
words were words played backward. The averaged dura-
tion of linguistic stimuli was 550 msec.

Procedure

Participants were asked to listen to each pair of stimuli
and to determine whether the prime and the target be-
longed to the same category by pressing one of two re-
sponse buttons. Nonlinguistic and linguistic stimuli were
presented in two separate sessions 10 min apart with the
linguistic session always presented after the nonlinguistic
session. In each session, pairs of stimuli belonging to the
three experimental conditions were randomly presented
within three blocks of 40 trials for nonlinguistic pairs and
three blocks of 60 trials for linguistic pairs (less non-
linguistic stimuli were presented within a block because
sounds were longer in duration than linguistic stimuli).
To balance the number of Yes and No responses, each

block of nonlinguistic stimuli comprised 10 same (yes),
20 ambiguous (yes/no), and 10 different pairs (no). Each
block of linguistic stimuli comprised 30 Same (yes), 15
Ambiguous (no), and 15 Different (no) pairs. The order

of block presentations within the nonlinguistic and lin-
guistic sessions and the association between responses
(Yes/No) and buttons (left/right) were balanced across
participants.

For both nonlinguistic and linguistic pairs, targets fol-
lowed prime offset with a 20-msec interstimulus interval.
A row of XXXX was presented on the screen 2000 msec
after target onset for 2000 msec to give participants time
to blink. The prime of the next pair was then presented
after a 1000-msec delay.

Recording ERPs

EEG was continuously recorded using the same proce-
dure as in Experiment 1 and later segmented in single
trials of 2200 msec starting 200 msec before target onset.
Data were analyzed using the Brain Vision Analyzer soft-
ware (Brain Products, Munich).

Nonlinguistic Sounds

Results

Behavioral data. For ambiguous sounds, there are no
correct or incorrect responses because they can be asso-
ciated to yes or to no responses. Thus, on the basis of
the participantsʼ responses, ANOVAs included Category
as a factor with four conditions: Same, Ambiguous/Yes,
Ambiguous/No, and Different targets. Results revealed a
main effect of Category, F(3, 54) = 111.71, p < .001:
Same and Different targets were associated with low error
rates (6% and 4%, respectively) and did not differ from
each other ( p = .92). They differed from Ambiguous/
Yes (46%; p < .001) and Ambiguous/No targets (53%;
p < .001) that did not differ from each other (p = .15).
MeanRTswere not significantly different (p= .09: 917msec
for Same, 900 msec for Ambiguous/ Yes, 863 msec for
Ambiguous/No, and 892 msec for Different targets).

Electrophysiological data. Two separate ANOVAs were
conducted for midline and lateral electrodes. Category
(Same, Ambiguous,4 Different) and Electrodes (Fz, Cz,
Pz) were included as factors for midline analyses. Cate-
gory, Hemispheres (left vs. right), ROIs (fronto-central
R1, centro-temporal R2, and centro-parietal R3), and Elec-
trodes (3 for each ROI: [F7, F3, FC1]/[F8, F4, FC2]; [FC5,
T7, C3]/[FC6, T8, C4]; and [CP1, CP5, P3]/[CP6, CP2, P4])
were included for lateral analyses. On the basis of visual
inspection and results of successive analyses in 50-msec
latency windows, time windows chosen for the statistical
analysis were 0–150, 150–350, 350–450, 450–550, and
550–700 msec. For Same and Different targets, only cor-
rect responses were taken into account. Results are re-
ported in Table 1.

Figure 3 (top) illustrates ERPs to nonlinguistic targets.
In all conditions, sounds elicited P100, N100, P200, and
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N280 components followed by large negative compo-
nents over fronto-central regions and P550 components
over parietal regions. No significant effects were found in
the latency range 0–150 msec (see Table 1-I). In the 150-
to 350-msec latency range, the main effect of Category
was not significant but the Category × Electrodes inter-
action was significant: Ambiguous and Same targets elic-
ited larger N280 than Different targets at Fz (see Table 1-II).
In the 350- to 450-msec latency range, the main effect of
Category was significant with larger negativity to Ambig-
uous than to both Same and Different targets that did not
differ from each other except over fronto-central region
(see Table 1-II and 1-III). In the 450- to 550-msec latency
range, the three conditions significantly differed from
each other with the negativity being largest for Ambigu-
ous, intermediate for Same, and the positivity largest for
Different targets, with largest differences over centro-
parietal regions (i.e., over R3 in Table 1-III). Finally, in
the 550- to 700-msec latency range, at midline electrodes,
Different targets elicited larger positivity (−0.01 μV) than
Same (−2.05 μV) and Ambiguous targets (−3.28 μV) that
did not differ from each other. By contrast, at lateral elec-
trodes, the three conditions still differed significantly from

each other with largest differences over the centro-parietal
region.

Discussion

As hypothesized, the error rate for Same and Different
targets was very low (6% and 4%, respectively), which
shows that typical sounds were easily categorized as be-
longing to the same or to a different impact sound cate-
gory than the prime. By contrast and as expected, on the
basis of the results of Experiment 1, ambiguous targets
were more difficult to categorize and were categorized
as often as belonging to the same (46%) or to a different
category (54%) from the prime. This clearly confirms the
ambiguous nature of these sounds. The lack of effects on
RTs may result from the relatively long duration of the
prime sounds (788 msec, on average). Priming effects gen-
erally are short lived (Meyer & Schvaneveldt, 1971) and
may consequently have vanished by the time the target
sound was presented.
Regarding the ERPs, all targets elicited a P100–N100–

P200 complex that, as expected (see Discussion of Ex-
periment 1), did not differ between Same, Ambiguous,

Table 1. Nonlinguistic Targets

(I) Factors df 0–150 msec 150–350 msec 350–450 msec 450–550 msec 550–700 msec

Midline C 2,36 – – 14.92*** 17.13*** 12.26***

C × E 4,72 – 2.60* 2.50* – –

Lateral C 2,36 – – 15.70*** 19.04*** 12.10***

C × ROI 4,72 – – 2.44* 2.66* 4.89**

(II) 150–350 msec 350–450 msec

C × E Fz Cz Pz Fz Cz Pz

A − S – – – −1.74** −2.24 −2.52

A − D −1.42* – – −4.23 −3.75 −3.05

S − D −1.9 – – −2.49 −1.51* –

(III) 350–450 msec 450–550 msec 550–700 msec

C × ROI R1 R2 R3 R1 R2 R3 R1 R2 R3

A − S −1.57 −1.8 −2.55 −1.54 −1.86 −2.37 −1.12** −1.43 −1.44

A − D −2.82 −2.51 −3.04 −3.17 −2.97 −4.09 −2.07 −2.04 −3.4

S − D −1.25 – – −1.63 −1.11** −1.72 −0.95* – −1.96

(I) F statistics for the main effect of Category (C), for the Category by Electrodes (C × E) interaction, and for the Category by ROI (C × ROI)
interaction in the latency ranges chosen for analyses. (II and III) Mean amplitude differences (in μV) between Same (S), Ambiguous (A), and Dif-
ferent (D) conditions when the C × E and C × ROI interactions were significant. The reported difference values were always significant at p < .001
(results of post hoc tests) except when indicated by p < .05 or p < .01.

*p < .05.

**p < .01.

***p < .001.
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and Different target sounds. An N280 component was also
elicited as in Experiment 1. Its amplitude was larger for
Same and Ambiguous sounds than for Different sounds
over frontal regions. However, the ERPs were morphologi-
cally different in Experiments 1 and 2. Although an NSW
followed the N280 in Experiment 1 (and lasted until the
end of the recording period), a temporally (between 350
and 700 msec) and spatially (fronto-central) localized neg-
ativity followed the N280 in Experiment 2. Fine-grained
analyses allowed to specify the spatiotemporal dynamics
of the effects. First, between 350 and 450 msec, the ampli-
tude of this negative component was largest over fronto-
central sites for Ambiguous targets, intermediate for Same
targets, and smallest for Different targets. Then, between
450 and 550 msec, typical sounds from a different category
than the prime elicited large P300 components over pa-
rietal sites thereby reflecting the fact that they were easily
categorized as different (4% errors; Holcomb & Neville,
1990; Kutas et al., 1977). Because the same stimuli were
used in Experiments 1 and 2, these differences are clearly
linked with the task at hand (i.e., in Experiment 1, isolated

impact sounds were to be categorized in one of three cat-
egories, whereas in Experiment 2, target sounds were com-
pared with a prime). Thus, and as typically shown by fMRI
data, these results demonstrate the strong influence of
task demands on stimulus processing (e.g., Thierry, Giraud,
& Price, 2003).

In Experiment 2, we used a priming design to be able
to compare results with previous ones in the literature,
and we presented two sounds and no words to reduce
the use of linguistic strategies that, as described in the
introduction, may have influenced previous results (Orgs
et al., 2006, 2007, 2008; Cummings et al., 2006; Plante et al.,
2000; Van Petten & Rheinfelder, 1995; and, to a lesser ex-
tent, Schön et al., 2009). The finding that a negative com-
ponent developed in the 350- to 700-msec latency band
with largest amplitude to Ambiguous sounds is in line with
these previous studies and shows that conceptual priming
can occur within sound–sound pairs. Moreover, this result
was found when using the homogeneous class of impact
sounds. However, before considering the implications of
these results for conceptual priming, it is important to

Figure 3. ERPs to Same (solid
line), Ambiguous (gray line),
and Different (dashed line)
targets at midline and at
selected lateral electrodes
(the most representative
electrodes for each ROI)
for nonlinguistic (top) and
linguistic (bottom) stimuli.
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examine results obtained for linguistic targets preceded by
linguistic primes.

Linguistic Sounds

Results

Behavioral data. The main effect of Category (word
[W], pseudoword [PW], nonword [NW]; within-subject fac-
tor) was significant, F(2, 36) = 48.15, p < .001: The error
rate was higher for PW (13%) than for W (4.9%; p < .001)
and NW (2.3%; p < .001). RTs were not significantly dif-

ferent ( p = .61) for PW (1067 msec), W (1057 msec), and
NW (1054 msec).

Electrophysiological data. Similar ANOVAs were con-
ducted as for nonlinguistic sounds. Statistical analysis was
conducted in the 0–150, 150–350, 350–600, 600–750, and
750–1100 msec latency ranges. Only correct responses
were taken into account. Results of statistical analyses are
reported in Table 2.
Figure 3 (bottom) illustrates ERPs to linguistic targets.

No significant differences were found in the latency ranges
0–150 and 150–350 msec either at midline or at lateral

Table 2. Linguistic Targets

(I) Factors df 0–150 msec 150–350 msec 350–600 msec 600–750 msec 750–1100 msec

Midline C 2,36 – – 41.32*** 90.52*** 40.81***

C × E 4,72 – – 5.00** 8.97*** 11.24***

Lateral C 2,36 – – 36.71*** 85.53*** 54.50***

C × ROI 4,72 – – 4.80** 7.41*** 7.51***

C × ROI × H 4,72 – – 4.93** 2.87* 3.16*

(II) 350–600 msec 600–750 msec 750–1100 msec

C × E Fz Cz Pz Fz Cz Pz Fz Cz Pz

P − W – – – −2.57 −2.1 −2.22 −1.22* – –

P − N −4.48 −6.33 −5.68 −7.79 −10.47 −9.58 −3.34 −5.61 −4.61

W − N −3.53 −5.67 −4.62 −5.22 −8.37 −7.36 −2.12 −5.4 −4.6

(III) 350–600 msec 600–750 msec 750–1100 msec

C × ROI R1 R2 R3 R1 R2 R3 R1 R2 R3

P − W – – – −2.03 −1.57 −1.45 −0.95* – –

P − N −3.03 −4.07 −4.37 −6.08 −7.11 −7.39 −2.58 −3.68 −3.47

W − N −2.49 −3.65 −3.91 −4.05 −5.54 −5.94 −1.63 −3.25 −3.71

(IV) 350–600 msec 600–750 msec 750–1100 msec

C × ROI × H L R L R L R

R1 – −0.68* −1.72 −2.33 – −1.43

R2 – – −1.52 −1.61 – –

R3 – – −1.61 −1.29 – –

(I) F statistics for the main effect of Category (C), for the Category by Electrodes (C × E) interaction, for the Category by Regions of Interest (C ×
ROI) interaction, and for the Category by Regions of Interest by Hemispheres (C× ROI× H) interactions in the latency ranges of interest. (II and III)
Mean amplitude differences (in μV) between Words (W), Pseudowords (P), and Nonwords (N) conditions for C × E and C × ROI interactions when
effects were significant. The reported difference values were always significant at p < .001 (results of post hoc tests) except when indicated by p <
.05. (IV) Mean amplitude differences P − W (in μV) for C × ROI × H interaction. The reported difference values were always significant at p < .001
(results of post hoc tests) except when indicated by p < .05.

*p < .05.

**p < .01.

***p < .001.
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electrodes, but a main effect of Category was found in the
350–600, 600–750, and 750–1100 msec latency ranges at
both midline and lateral electrodes (see Table 2-I). In these
three latency ranges, NW always elicited larger positivity
than both PW and W with largest differences at Cz and over
centro-parietal regions (Table 2-II and 2-III). In addition,
between 600 and 1100 msec, PW elicited larger negativity
than W over right fronto-central regions (Table 2-IV).

Discussion

Behavioral data, showing higher error rate for PW than
for both W and NW, are in line with previous results (e.g.,
Holcomb& Neville, 1990; Bentin et al., 1985). However, no
effect was found on RTs, which again may reflect the rela-
tively long duration of stimuli and of RTs (over 1 sec, on av-
erage) together with short-lived priming effects (Meyer &
Schvaneveldt, 1971). As expected, on the basis of Holcomb
and Nevilleʼs (1990) results, PWproduced larger N400 com-
ponents than W over anterior sites. Moreover, this N400 ef-
fect was larger over the right than the left hemisphere. This
“paradoxical lateralization” (Plante et al., 2000, p. 1680) is
consistent with previous results showing right-greater-
than-left asymmetry of the N400 effect (Kutas et al., 1988;
Kutas & Hillyard, 1982). Finally, the rather long latency of
this N400 effect is also consistent with the results of
Holcomb and Neville (1990), showing that the N400 effect
starts earlier and lasts longer in the auditory than in the
visual modality. It may also reflect the difficulty to cate-
gorize PW that were very similar to words (they were con-
structed by replacing only one vowel from an existing
word). By contrast, NW (i.e., words played backward) was
easy to categorize as different from the prime words and
elicited a large P300 component with a posterior scalp dis-
tribution (Holcomb & Neville, 1990).

Nonlinguistic versus Linguistic Sounds

Because the same design was used for both nonlinguistic
and linguistic sounds within the same group of partici-
pants, conceptual and semantic priming effects were di-
rectly compared by including Stimulus (nonlinguistic vs.
linguistic) as a factor.
ANOVAs were conducted in the 350- to 800-msec time

window, where significant differences were found for both
nonlinguistic and linguistic sounds. Results of statistical
analyses are reported in Table 3. The main effect of Stimu-
lus was significant: ERPs to linguistic stimuli were overall
more negative than to nonlinguistic stimuli (Table 3-II).
Moreover, the main effect of Category was significant with
largest N400 to Ambiguous (ambiguous impact sounds and
PW), intermediate to Same (same impact sounds and W),
and largest positivity to Different targets (different im-
pact sounds and NW) (Table 3-III). Finally, the Stimulus ×
Category interaction was significant. Although the differ-
ence between Ambiguous and Same targets was similar

for both linguistic and nonlinguistic stimuli, the difference
between Different and Same targets was significantly larger
for linguistic than for nonlinguistic stimuli (Table 3-IV and
Figure 4).

GENERAL DISCUSSION

Results of the general ANOVA highlighted clear similarities
between conceptual priming for nonlinguistic and linguis-
tic sounds. In both cases, behavioral data showed higher
error rates in the Ambiguous than in the Same and Differ-
ent conditions with no effects on RTs. This ambiguity ef-
fect most likely reflects the difficulty to correctly categorize
Ambiguous targets as different because they are similar to
the prime (e.g., orthographic and phonologic similarity for
PW and acoustic proximity for impact sounds). Several
studies using priming designs showed higher error rates

Table 3. Nonlinguistic versus Linguistic Targets

(I) Factors df F

Midline Stimulus 1,18 17.48***

C 2,36 68.57***

Stimulus × C 2,36 14.43***

Lateral Stimulus 1,18 24.18***

C 2,36 65.95***

Stimulus × C 2,36 12.69***

(II) Midline Lateral

Nonlinguistic −1.52 −0.42

Linguistic −4.00 −2.98

(III) Midline Lateral

S −3.51 −2.19

A −4.95 −3.35

D 0.17 0.43

(IV) Midline Lateral

A − S Nonlinguistic 1.43 1.31

Linguistic 1.46 1.01

D − S Nonlinguistic 1.80 1.17

Linguistic 5.57 4.06

(I) F statistics for the main effect of Stimulus and Category (C) and for the
Stimulus by Category (Stimulus × C) interaction in the 350- to 800-msec
latency range. (II) Mean amplitude (in μV) of the main effect of Stimulus.
(III) Mean amplitude (in μV) of the main effect of Category: Same (S),
Ambiguous (A), and Different (D) conditions. (IV) Mean amplitude differ-
ences A − S and D − S (in μV) for Nonlinguistic and Linguistic stimuli.

***p < .001.
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for PW than for W (e.g., Holcomb & Neville, 1990) as well
as for unrelated than for related words (e.g., Bentin et al.,
1985; Boddy, 1981). By contrast, results differ in some stud-
ies using nonlinguistic sounds. For instance, Orgs et al.
(2006, 2008) found higher error rates in related compared
with unrelated pairs. They explained this result by the
greater ambiguity of environmental sounds due to causal
uncertainties that influence their labeling.

Most interestingly, analyses of the ERPs revealed similar
modulation of the late components elicited by nonlinguis-
tic and linguistic sounds: largest negativity for Ambiguous,
intermediate for Same, and largest positivity for Different
targets. These differences emerged with similar onset la-
tencies in both cases (i.e., at 350 msec after target onset).
Importantly, the Stimulus × Category interaction was sig-
nificant: differences between Same and Different targets
were larger for linguistic than for nonlinguistic sounds
(see Figure 4). Because linguistic Different targets were
words played backward, they were unfamiliar stimuli.
Therefore, they were probably more surprising than non-
linguistic Different targets that were typical impact sounds

and consequently more familiar but still different from the
prime. By contrast, the priming effect for Ambiguous stim-
uli was similar in the linguistic and in the nonlinguistic
conditions (i.e., the difference between Ambiguous and
Same categories was not significantly different, either in
amplitude or in scalp distribution for nonlinguistic and
for linguistic stimuli).
However, results of separate ANOVAs nevertheless re-

vealed that the spatiotemporal dynamics of the ambiguity
effect was somewhat different for nonlinguistic and lin-
guistic sounds, with an earlier onset for ambiguous impact
sounds than for PW and a slight predominance over right
frontal sites for PW. As noted in the introduction, although
priming studies using environmental sounds have re-
ported ERP effects that closely resemble the verbal N400
effect, they also showed differences in scalp distribution.
As found here, priming effects were larger over the right
hemisphere for words and over the left hemisphere for
environmental sounds (Plante et al., 2000; Van Petten &
Rheinfelder, 1995). By contrast, Orgs et al. (2006, 2008)
found no interhemispheric differences but larger priming

Figure 4. Same-minus-Different Difference Waves. ERPs to nonlinguistic (black line) and linguistic (gray line) targets at midline and at selected
lateral electrodes (the most representative electrodes for each ROI). Temporal dynamics of the scalp distribution of the effects from 150 to
1150 msec for nonlinguistic and linguistic targets.
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effects for sounds over posterior than anterior sites, and
Cummings et al. (2006) found larger differences over ante-
rior than posterior regions (as found here). Thus, the scalp
topography seems somewhat variable between experi-
ments, which most likely reflects differences in the acous-
tic properties of the stimuli and in task demands.
This conclusion is in line with results in the fMRI litera-

ture on verbal and environmental sounds showing mixed
evidence in favor of the similarity of conceptual priming
with nonlinguistic and linguistic sounds. For instance,
although both spoken words and environmental sounds
activate bilateral temporal regions (Giraud & Price, 2001;
Humphries, Willard, Buchsbaum, & Hickok, 2001), Thierry
et al. (2003) have demonstrated larger activation of the
left anterior and posterior temporal areas for spoken
words and larger activation of the right posterior superior
temporal areas for environmental sounds. These between-
experiments differences were taken to reflect differences
in the task semantic requirements. Recently, Steinbeis and
Koelsch (2008) provided evidence for both similar and
different neural activations related to the processing of
meaning in music and speech.
Taken together, our results are in line with previous lit-

erature (Schön et al., 2009; Daltrozzo & Schön, 2009; Orgs
et al., 2006, 2007, 2008; Cummings et al., 2006; Plante
et al., 2000; Van Petten & Rheinfelder, 1995) and argue
in favor of the similarity of conceptual priming for non-
linguistic and linguistic sounds. Interestingly, the present
results extend previous ones in several aspects. Most im-
portantly, previous results were problematic in that words
were always included in the design. As a consequence, the
reported conceptual priming effects were possibly due
to a linguistic strategy of generating words when listening
to sounds. Although we also used linguistic stimuli to
be able to compare priming effects within subjects, they
were always presented in a separate session. The finding
of N400-like components in a sound–sound design, as
used in Experiment 2, shows that linguistic mediation is
not necessary for an N400-like component to be elicited.
Thus, this component may reflect a search for meaning
that is not restricted to linguistic meaning. This interpreta-
tion is in agreement with the idea that variations in N400
amplitude are related to the “ease or difficulty of retrieving
stored conceptual knowledge associated with a word or
other meaningful stimuli” (Kutas et al., 2006, p. 10). More-
over, although two conditions (related vs. unrelated) were
used in most previous studies, we used three conditions
(Same vs. Ambiguous vs. Different) to more closely exam-
ine conceptual priming effects. In line with early studies of
category membership effects (Ritter et al., 1983; Vaughan,
Sherif, OʼSullivan, Herrmann, & Weldon, 1982; Boddy,
1981; Boddy & Weinberg, 1981), stimuli that clearly did
not belong to the prime category elicited late positivity
(P300 components), whereas stimuli that were ambiguous
elicited late negativity (N400-like components) compared
with stimuli that belonged to the prime category. Most im-
portantly for our purposes, we were able to demonstrate

similar relationships between categories for both non-
linguistic and linguistic target sounds.

Conclusion

These results add interesting information to the vast and
still largely unexplored domain of the semiotics of sounds.
Other experiments using different tasks and stimuli are
needed to further explore the similarities and differences in
conceptual priming for nonlinguistic and linguistic sounds.
However, by using a homogeneous class of environmen-
tal sounds (impact sounds), by varying the relationship
between prime and target sounds, and by comparing con-
ceptual priming for nonlinguistic and for linguistic sounds
within the same participants, we were able to make one
step further and to show that conceptual priming develops
in a sound–sound design without words and, consequently,
that conceptual priming can develop without (or with re-
duced) linguistic mediation.
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Notes

1. The Continua factor was not taken into account to keep
enough trials in each condition.
2. Fine-grained analyses were computed as separated ANOVAs
(that included the same factors as described in the Results section)
in successive 50-msec latency windows from 0 to 800 msec after
sound onset. Then, the 50-msec latency windows within which
statistically similar effects were found were grouped together be-
tween 0–250, 250–400, and 400–800 msec or more specifically be-
tween 550 and 700 msec, and an ANOVA was conducted in each
latency band.
3. To increase the similarities between the Different conditions
for nonlinguistic and linguistic sounds, we also considered the
possibility of playing impact sounds backward as was done for the
words. However, although such sounds conserve the spectral
characteristics of the original sound (i.e., acoustic cues character-
izing the material category), they do no longer sound as impact
sounds (i.e., the perception of impact disappears). They are
therefore ambiguous and difficult to categorize. Because it was
important to equate task difficulty for nonlinguistic and linguistic
sounds (the words played backward are easy to categorize as dif-
ferent from the prime) and because words played backward keep
the main attributes of vocal sounds, we decided to use typ-
ical sounds from another material category that are not ambigu-
ous and easy to categorize as different.
4. On the basis of the results of behavioral data showing no
differences between ambiguous targets associated with yes and
no responses, we averaged ERPs in these two categories together
to increase the signal to noise ratio. Moreover, no differences
were found when ERPs to Ambiguous/Yes and Ambiguous/No
were averaged separately.
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