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Analysis-Synthesis of Impact Sounds by
Real-Time Dynamic Filtering

Mitsuko Aramaki and Richard Kronland-Martinet

Abstract—This paper presents a sound synthesis model that
reproduces impact sounds by taking into account both the per-
ceptual and the physical aspects of the sound. For that, we used
a subtractive method based on dynamic filtering of noisy input
signals that simulates the damping of spectral components. The
resulting sound contains the perceptual characteristics of an
impact on a given material. Further, the addition of very few
modal contributions—using additive or banded digital waveguide
synthesis—together with a bandpass filtering taking into account
the interaction with the excitator, allows realistic impact sounds
to be synthesized. The synthesis parameters can be linked to
a perceptual notion of material and geometry of the sounding
object. To determine the synthesis parameters, we further address
the problem of analysis-synthesis aiming at reconstructing a given
impact sound. The physical parameters are extracted through a
time-scale analysis of natural sounds. Examples are presented for
sounds generated by impacting plates made of different materials
and a piano soundboard.

Index Terms—Analysis-synthesis, audio virtual reality, banded
digital waveguide, impact sounds, timbre, time-varying filtering.

I. INTRODUCTION

SOUND synthesis processes dedicated to impact sounds are
of great interest in audio sound design and musical appli-

cations. For virtual reality, impact sounds are needed for sound
animation movies or video games. They can be colliding ob-
jects, gunshots, banging doors, or falling objects. For music, im-
pact sounds are characteristic of percussive instruments and are
widely used in computer music compositions. This paper aims
at designing a timbre synthesizer dedicated to impact sounds so
that both perceptual and physical aspects related to the sounds
are taken into account. In addition, the system should satisfy the
two following constraints:

• be simple enough so that the system can be used in real-
time;

• be able to extract the parameters of the model from the
analysis of real sounds, allowing their resynthesis.

Synthesis of impact sounds has already been addressed by
several authors. Most of the proposed models are based on the
physics of vibrating structures, leading to a modal approach of
the synthesis process [1]–[7]. Modal representation of vibrating
systems is a generic way of describing both the sound and its
relations with the physical characteristics of the structure. Yet,
modal representation is not always suitable for complex sounds
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for example, sounds containing a high density of mixed and/or
nonlinear modes. These sounds include cymbals or gongs [8]
or strongly struck strings, for which the nonlinear coupling of
transverse and longitudinal modes generate additional partials
[9], [10]. The synthesis of transient sounds has also been ad-
dressed using algorithmic techniques based on digital signal
processing. Cook [2] proposed a granular synthesis approach
based on a wavelet decomposition of sounds. This approach pro-
vides realistic perceptual effects (like walking sounds [11]) but
the relation between the synthesis parameters and the physics
is not always established. Smith and Van Duyne [12], [13] used
a clever way of simulating the effect produced on piano tones
by the soundboard of the instrument. They assumed the modes
overlapped and the “modal response” was flat to further simulate
the damping of the energy through a time-varying filter acting
on a white noise.

Following Smith and Van Duyne [12], [13], we present a
sound analysis-synthesis model based on a time-varying sub-
tractive synthesis process that acts on a noisy input signal. An
additional bandpass filter serves to calibrate both the excitator
and the frequency response of the system. This model is ade-
quate to reproduce perceptual effects corresponding to impacted
materials, even though the technique does not simulate modes.
Further, adding just a few modes that correspond to the most
prominent modes of the impacted structure allows sounds to
be improved by providing a subjective notion of the size of the
sounding object.

In accordance with previous studies on the perception of
sounds generated by vibrating structure [14]–[16], we then
show how the synthesis parameters can be linked to the phys-
ical parameters. This linkage makes it possible to generate
realistic sound timbres or blurred ones if morphing techniques
are applied.

Another important aspect of the paper is the resynthesis of
natural sounds, meaning that we also attempt to reproduce a
given impact sound from a perceptual point of view. For that
purpose, we show how the parameters of our synthesis model
can be estimated from the analysis of natural sounds, using per-
ceptually relevant criteria based on time-scale decomposition.
The results are discussed for two sounds: the response of steel
and wooden rectangular plates and the response of a wooden
piano soundboard (complex geometry).

II. WHAT IS AN IMPACT SOUND?

The term impact sound is generally used to describe a sub-
jective concept associated with a huge class of sounds. To better
quantify this concept, we adopt here a definition close to the one
in [17]: in the time domain, an impact sound lasts only a few sec-
onds and is characterized by an abrupt onset and a rapid decay.
Typically, the sound corresponds to the vibratory response of
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a structure under free oscillations that has been excited by an
impact, or to the sound produced by the collision of objects.
Consequently, the spectral content of such a sound generally is
broadband. Impact sounds belong to the class of nonstationary
signals, and both the time and the frequency behaviors of the
corresponding signal have to be taken into account for synthesis
purposes. Moreover, despite their short duration, natural impact
sounds can easily be related to the vibrating material. This oper-
ation shows they contain much relevant perceptual information,
making it difficult to model and to parameterize especially when
the sounds contain a high density of mixed modes.

Synthesis methods based on physical modeling are very
efficient for simulating the sound produced by simple vi-
brating structures for which the classical theory gives analytical
solutions. For complex structures, however, these methods
rapidly become unusable; the structure itself must be precisely
described, making the physical models complicated. From
a perceptual point of view, their refinement is not always
successful. To overcome these drawbacks, we sought a sound
synthesis model that reproduces the main perceptual features
of impact sounds from a reference exclusively given by the
original sound signal.

Many subjective tests have shown that perceptual clues allow
the source of the impact sound to be identified merely by lis-
tening [14]–[16]. These tests have brought to the fore some cor-
relations between physical attributes (the nature of the material,
dimensions of the structure) and perceptual attributes (perceived
material, perceived dimensions). We present below how the ma-
terial and the dimensions of the structure are perceived.

A. Perception of the Material

The perception of the material correlated mainly with the
damping coefficient of the spectral components contained
in the sound [18]. By considering that the signal is a solution of
a linear PDE representing a simple mechanical system (mass-
spring-damper), one can assume that the temporal evolution of
each mode decreases exponentially

(1)

where is the amplitude and is the eigenfrequency. The
spectral representation of the modes is given by

(2)

which corresponds to a peak localized around the frequency .
The damping generally is frequency-dependent and can be re-
lated to the internal friction coefficient, usually considered the
most important characteristic of the material. Several expres-
sions of this coefficient can be found [14], [19]–[21].

B. Physical and Perceptual Dimensions of the Structure

1) Physical Dimensions of the Structure: The dimensions of
the impacted structure determine the spectral content of the gen-
erated sound. The frequencies of the spectral components cor-
respond to the so-called eigenfrequencies of the structure and
are deduced for simple cases from the movement equation. In

general, the movement equation governing the displacement
of a given structure can be written [22]

(3)

where represents the Young modulus, the mass density of
the material and the differential operator expressing the local
deformation. For example, corresponds to the Laplacian oper-
ator in the case of a string (in one dimension) or membranes (in
two dimensions) and to the Laplacian squared in the case of a
bar (in one dimension) and a thin plate (in two dimensions). The
geometry of the structure together with the boundary conditions
determine the eigenvalues of the operator . The eigenfre-
quencies are then defined by

with (4)

Thus, the eigenfrequencies are characteristic of the modes of the
structure. For multidimensional structures, the modal density
increases with the frequency so that the modes overlap at high
frequency and become indiscernible. This phenomenon is well
known and is described for example in previous works on room-
acoustics [23].

2) Perceptual Dimensions of the Structure: The perception
of the size of the structure correlated mainly with the modes
[24], [25]. In particular, if the modes are numerous and overlap,
the human ear can perceive only the most prominent compo-
nents, defined as the spectral components of greater amplitudes.
The rest of the spectrum is composed of overlapping modes
of smaller amplitudes. From a perceptual point of view, we
shall then consider the spectral content to be composed of the
most prominent modes (generally located at low frequency) and
of a density of overlapping modes (generally located at high
frequency).

III. SOUND SYNTHESIS MODEL

In this section, we propose a sound synthesis model sim-
ulating impact sounds from a perceptual point of view. This
model is based on the reproduction of the two main contribu-
tions previously described and characterizing the material and
the perceptual dimensions of the structure. From a synthesis
point of view, the most prominent modes are reproduced using
modal synthesis. The modal density at high frequency com-
posed of overlapping modes is reproduced by a white noise
that generates a broadband spectrum. We propose to model
these two contributions separately (material and structure
dimensions) even if they cannot be totally disconnected from a
physical point of view. Indeed, by the relation (4), one notes that
the modes characterizing the dimensions of the structure also
depend on the material inasmuch as the eigenfrequencies
are defined from the parameter , characteristic of the material.

A. Material Contribution

As already mentioned, one of the characteristics of impact
sounds is a broadband spectrum. This spectral behavior is due
to the possibly high density of modes together with their fast
damping. To simulate such a spectrum behavior, we used a white
noise to generate a broadband spectrum (from an energetic point
of view). As a basis of the synthesis model, we chose the one
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Fig. 1. Synthesis model reproducing the main characteristics of the material.

proposed by Smith and Van Duyne [12], [13] which consists
in simulating the damping by a time-varying filtering process
that acts on the input signal (Fig. 1). Here, the optional input

is not used, but will be later devoted to taking into account
the geometry of the structure (see the next Section III-B). The
time-varying filter, noted , is based on an IIR structure (Infinite
Impulse Response) with a frozen-time approximation transfer
function defined at the sampling time by [26]

where (5)

We shall call the filter a dynamic filter. The coefficients
vary with time. Nevertheless, it is assumed that this

variation is small enough for the filter to be considered sta-
tionary under a small time interval [27]. The difference equa-
tion giving the output signal of the dynamic filter at th
sample is then expressed by

(6)

where is the input signal at th sample.
From a perceptual point of view, the resulting sounds already

present the main characteristics of an impacted material. In par-
ticular, in the case of strong damping, the sounds present some
wooden characteristics and in the case of weak damping, the
sounds present some metallic characteristics [28].

B. From the Material to the Object

As previously mentioned, the modal density at high fre-
quency composed of overlapping modes of small amplitudes
is reproduced using a filtered white noise. To take into account
the perceptual notion of the structure geometry, we need to add
only a few modes to the input noisy signal. Concerning the
most prominent modes, the simplest approach to generate them
consists of using an additive method, by simply adding to the
input noise a signal that consists of a sum of sinusoids

(7)

The sinusoids are characterized by their amplitudes , fre-
quencies and phases , making the model easy to implement
and control [Fig. 2(a)]. Nevertheless, this approach suffers from
a lack of correlation between the parameters and the physical
description of the vibrating structure.

We overcame this lack of correlation by another approach
based on physical modeling that uses the digital waveguide con-

cept [29] and especially the banded digital waveguide model
[30]–[32] [Fig. 2(b)]. The idea consists in favoring some of the
propagative waves by using loops that create stationary waves
in the structure. Each resonance is reproduced by a feedback
loop composed of a delay line and a bandpass filter (a
second-order filter is sufficient in most cases). We call these fil-
ters the modal loop filters. The delay line filter noted is de-
fined by the following expression:

(8)

with corresponding to the number of delayed samples (not
necessary an integer). The bandpass filter is defined by its
transfer function. We chose it as

(9)

where the coefficients are given by [33]

(10)

The parameter is defined by

with (11)

where is the central frequency, the frequency bandwidth
at 3 dB, and the maximal amplitude of the filter modulus at
frequency . The bandpass filter is centered on the desired fre-
quency in the harmonic spectrum generated by the loop and the
delay line. Generally, as many resonances as feedback loops are
generated. But by increasing the bandwidth of the filter, several
resonances can be produced with only one feedback loop. In this
case, the frequency of these resonances depends on the phase of
the bandpass filter . With our choice of , the phase is zero
only at the central frequency (for the influence of the filter phase
on the harmonicity of the generated spectrum, see for example
[34] which relates to synthesis of piano string vibrations). The
output signal of the model is written

(12)

with

(13)

where is the number of feedback loops.

C. Taking Into Account the Excitator

To control the bandwidth of the generated spectrum, we used
an additional bandpass filter (Fig. 2). The response of this filter
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Fig. 2. (a) Sound synthesis model using an additive approach. (b) Sound synthesis model using a banded digital waveguide model approach. An additional
bandpass filter is shown to take into account the excitator.

is strongly related to both the strength of the impact and the
characteristics of the collision between the excitator and the res-
onator. In some cases, the response of this filter can be obtained
analytically from the physical description of the phenomena.
But this aspect is not in the scope of this paper.

D. Simulation Results

We present some simulation results from the two implementa-
tions of the synthesis model (using the additive and the banded
digital waveguide approaches), for a given set of parameters.
The dynamic filter is chosen as a one pole-one zero filter
[which corresponds to the case of and in ex-
pression (5)]. The dynamic filter is then characterized at each
time step by a set of three coefficients . Because the
dynamic filter F is responsible for the damping of the signal, the
temporal evolution of the coefficients was considered an expo-
nentially decreasing function (Fig. 3).

For the additive approach, we chose to add a sum of five si-
nusoids to the initial input noise. The frequency values and the
amplitudes are arbitrarily chosen. For the banded digital wave-
guide approach, we considered five feedback loops simulating
the same modes. In practice, we chose a fourth-order Butter-
worth filter for the additional bandpass filter associated to the
excitator.

From a perceptual point of view, the sounds generated by
the two approaches are similar [28]. Fig. 4 shows the temporal
synthesis signals and Fig. 5 the corresponding spectra. An
important difference between the two approaches is that the
additive model always generated the same perceived sound
when provided with the same set of parameters. In contrast,
the banded digital waveguide model did not generate exactly
the same sounds because modes are created by amplifying
a narrow band of a stochastic signal. This approach leads to
subtle differences between sounds, making the synthesis of
repetitive impacts more realistic.

By acting on the evolution curves of the coefficients, one can
modify the damping. In addition, by changing the frequency
values of the most prominent modes, one can modify the per-
ception of the structure dimensions. In particular, the higher the
frequencies, the smaller the structure is perceived to be.

IV. FROM REAL SOUNDS TO SYNTHESIS

In the context of analysis-synthesis, synthesis parameters can
be estimated from the analysis of natural sounds. In this sec-
tion, we present an analysis method for extracting the damping
law (characteristic of the material) and the parameters of the

Fig. 3. Time evolution of the coefficients of the dynamic filter (a): evolution of
the coefficients b (on the top), b (on the middle), and a (on the bottom). They
are arbitrarily considered exponentially decreasing functions. Time evolution of
the dynamic filter (b) corresponding to this set of coefficients.

most prominent modes, which we call modal parameters (char-
acteristic of the structure geometry). We then establish relations
between the synthesis parameters and the estimated physical
parameters.

A. Analysis of Transient Sounds

1) Time-Scale Representation: The transient feature of the
sounds we consider calls for using joint representations to pre-
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Fig. 4. One temporal realization of the synthesis process obtained by (a) the
model based on the additive approach and (b) the model based on the banded
digital waveguide approach.

cisely describe their most relevant perceptual characteristics.
For that, we propose analysis methods based on time-scale de-
composition (wavelets). Such methods consist in decomposing
a signal in terms of contributions that are localized in the time
and the scale domains. Because of the constant relative band-
widths, this approach provides a representation that is consis-
tent with what one hears [35]. The coefficients of such
a representation are given by

(14)

where is the temporal signal, and is called the anal-
ysis wavelet. Here denotes to the complex conjugate of . It is
of finite energy, of zero mean, and is obtained from a so-called
mother wavelet by the expression

with and (15)

where represents the set of real numbers and the set of
strictly positive real numbers. We chose a slightly modified ver-

Fig. 5. Spectra of synthesis signals represented on Fig. 4 obtained by (a) the
model based on the additive approach and (b) the model based on the banded
digital waveguide approach as a function of frequency. The most prominent
modes added are marked by an }.

sion of the wavelet transform in which the wavelets are con-
structed to mimic the response bandwidths of the basilar mem-
brane at various locations [36]. This approach leads to what we
call the time-scale Bark representation. Among the approxima-
tions of the Bark-scale function, we chose the correspondence
between frequency and Bark-scale given by the relation [37]

(16)

where is the frequency in kilohertz and the Bark value. The
time-scale Bark representation is obtained by decomposing the
signal by a filter bank (Fig. 6). We chose the responses to
begivenbyGaussianfunctions locatedat thecentral frequency
corresponding to the Bark scale (integer values of ). The band-
width of each filter is designed to minimize information loss.

2) Estimation of the Damping Law: The damping law char-
acterizing the material is estimated from the time-scale Bark
representation. In each subband, we first calculate the associ-
ated analytical signal. This signal gives a complex representa-
tion of the subband signal, leading to easy estimation of both
the instantaneous frequency and the amplitude law. As already
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Fig. 6. Filter bank composed of Gaussian functions located at the central
frequency corresponding to the Bark scale. The bandwidth of each filter is
designed to minimize information loss. The dashed curve represents the sum of
the modulus of the responses of the filter bank.

mentioned, one can assume that the time evolution of the modes
decreases exponentially. Hence, we fit each subband amplitude
law with an exponential function . The damping law is
then characterized by and in each Bark subband.

3) Estimation of the Modal Parameters: To determine the
amplitudes and the eigenfrequencies of most prominent modes,
many analysis methods are available. Among the so-called
parametric methods, the Prony method [38] (or Steiglitz-Mac
Bride method [39]) consists of considering a given signal as a
sum of exponentially damped sinusoids. In the case of many
closely spaced modes, these methods need high order filters. To
solve this problem, Karjalainen et al. have proposed a subband
method [40]. As one needs to estimate only the frequency and
amplitude values (the dynamic filter ensures the damping of the
modes), the estimation process is simplified and very high order
filters do not need to be considered. Starting from initial values,
the optimal amplitude and frequency values are obtained by
minimizing the quadratic error between the measured and the
theoretical signals. Otherwise, among the so-called nonpara-
metric methods, the Fourier transform can be used to determine
the amplitudes and eigenfrequencies of most prominent modes.
We used both methods, but note that parametric techniques are
better adapted to the separation of close components.

B. Synthesis Parameter Estimation

In this section, we describe how the parameters of the syn-
thesis model can be estimated from the physical ones that were
extracted by the analysis methods previously described. In par-
ticular, we propose to estimate the dynamic filter coefficients
from the damping law and the modal loop filter coefficients from
the modal parameters.

1) Estimation of the Dynamic Filter Coefficients: The dy-
namic filter is based on an IIR filter structure. In practice, we
used a first-order filter, the response of which is given by

with (17)

The expression is simplified. Only the two coefficients
are needed because the modulus of is assumed to be zero at
the Nyquist frequency. Higher order filters can be considered
(for example to simulate complex and not monotonous evolu-
tion of the signal), but a first-order filter was sufficient for most
of our applications in impact sound synthesis. The coefficient
values are expected to be time-varying and must be calculated
at regular time intervals. As the filter reproduces the damping,
we chose to estimate the filter coefficients so that the damping
is kept invariant in three specific Bark intervals. A first interval
corresponds to the one containing the energy spectral centroid

defined by

(18)

where corresponds to the Fourier transform of the signal.
The upper bound of the integral corresponds to the higher
frequency of the relevant part of the spectrum. In practice, we
define the frequency as the frequency beyond which the
spectrum envelope decreases by 60 dB from the maxima.
corresponds to the Fourier transform of the signal. The two other
specific Bark intervals in which the damping coefficient is kept
invariant correspond to the bands that contain the spectral cen-
troids and of the domains on either side of . This di-
vision is closely linked to the concept of tristimulus [41], [42].

At each time step , the unknown coefficients are
estimated by minimizing the criterion defined by the fol-
lowing expression:

(19)

where

(20)

where , , and the “gain” of the
damping law (see Section IV-A2). After the minimization
process, one obtains the optimal set of coefficients character-
izing the dynamic filter. To ensure the filter is stable, a bound
constraint is added in the minimization process so that the
values of the coefficient satisfy the condition [43]

(21)

2) Estimation of Modal Loop Filter Parameters: In this sec-
tion, we describe how the parameters of the modal loop fil-
ters are estimated for additive and banded digital waveguide
approaches. In both cases, one must precisely define the emer-
gence ratio of the modes with respect to the “smooth” part of the
spectrum. This definition leads to selecting the modes of greater
amplitudes and considering the rest of the spectrum as the “noise
contribution” (taken into account by the material model). One
could also take into account masking phenomena occurring be-
tween modes and exclude the ones that are inaudible [44], but
this aspect is not in the scope of this paper.
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For the additive approach, the modal parameters are directly
obtained from the spectral representation of the signal (see Sec-
tion IV-A) by taking into account the amplitude correction due
to the damping. For the banded digital waveguide approach,
the estimation process is different. For simplicity’s sake and to
avoid the formalism dealing with the nonstationary behavior of
the signal, we use the concept of average filter. This filter, noted

, corresponds to a filter with a frequency response that co-
incides with the power spectral density (PSD) of a white noise
filtered by the dynamic filter. Determining the average filter is of
great importance since it allows us to assume the system is time
invariant. This assumption was valid for most sounds on which
we worked, since the short duration of the sounds, along with
the regular behavior of the damping, allowed the noisy part of
the signal to be well characterized by its PSD. One thus reduces
the model to one that is time invariant, now fully characterized
by a transfer function.

For the filter , the parameter is determined from the
value of the frequency of the mode

with (22)

where is the phase of the filter . represents the set of
relative integers. The integer is defined so that the parameter

is positive and corresponds to the smaller delay.
The filter is defined from the expression (9). One then

estimates the central frequency , the frequency bandwidth
, and the amplitude . The central frequencies of all the

filters are given by the frequency mode values. The frequency
bandwidths are arbitrarily set between 1 and 5 Hz to ensure only
one component is generated. Nevertheless, a bigger bandwidth
could be used if more components are needed. The set of op-
timal amplitudes of all the filters is obtained
by minimizing the criterion

(23)

Here, is the Fourier transform of the measured signal and
is the transfer function of the synthesis model

reduced to one that is time invariant

(24)

C. Examples of Analysis-Synthesis

1) Impact Sounds on Thin Plates: We address the problem
of resynthesizing sounds produced by impacted thin plates.
These sounds were experimentally obtained by recording the
vibrations of rectangular thin plates of different materials [28].

Fig. 7 shows the time-scale Bark representations of the sig-
nals obtained with wood and steel materials. Fig. 8 shows the
damping laws corresponding to the wood, the glass, and the steel
plates as a function of the frequency. As expected, they were
frequency-dependent. The damping laws were estimated on the
relevant part of the sound spectrum for which the energy is sig-
nificant. Yet, note that the regularity of the curves thereby ob-
tained allows pertinent extrapolation along the frequency axis.

Fig. 7. Time-scale Bark representations corresponding to the beginning of
signals from thin wood plate (a) and a thin steel plate (b).

Fig. 8. Frequency-dependent damping laws �(f) for the wood, glass, and
steel as a function of frequency. They are estimated from time-scale Bark
representations.

Fig. 9 represents the evolution of the coefficients of
the dynamic filter corresponding to the wood, the glass, and the
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Fig. 9. Evolution of the coefficients b (a) and a (b) of the dynamic filter for
the wood, steel, and glass material. Zoom on the first milliseconds of the signal.

Fig. 10. Time evolution of the dynamic filter (decibel scale) as a function of
frequency for the wood material.

steel as a function of time. Figs. 10 and 11 represent the time
evolution of the frequency response of the dynamic filter for

Fig. 11. Time evolution of the dynamic filter (decibel scale) as a function of
frequency for the steel material.

Fig. 12. Estimation of the damping law �(f) as a function of frequency from
the experimental signal of an impulse response of a piano soundboard.

Fig. 13. Time evolution of the dynamic filter as a function of frequency,
simulating the damping law shown in Fig. 12, which corresponds to the impulse
response of a piano soundboard.
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Fig. 14. Time-scale representations of the measured signal (a), the synthesis signal obtained by the additive approach (b), and the synthesis signal obtained by
the banded digital waveguide approach (c) as a function of samples (x axis) and scale parameter (y axis).

wood and steel materials. The filters become increasingly low-
pass, meaning that high frequency components decrease faster
than low frequencies. These results agree well with the physics
of materials, which states that high frequency modes are gen-
erally more heavily damped than low frequencies. Actually, the
dissipation of vibrating energy due to the coupling of the struc-
ture and the air increases with frequency (see for example [45]).
From a perceptual point of view, the results are consistent with
the fact that wood is perceived as a less resonant material than
steel. Consequently, a sound generated by a wooden structure is
generally shorter than a sound generated by a steel structure.

Concerning the influence of the most prominent modes, we
checked their relevance in the perception of the structure dimen-
sions. According to the physics, our perception is sensitive to the
frequency of the most prominent modes: the higher they are, the
smaller the structure is thought to be.

2) Impulse Response of a Piano Soundboard: A problem in
piano sound synthesis is to reproduce the radiation of the instru-
ment. This radiation is produced by the soundboard, which is
difficult to model from a physical point of view. We have resyn-
thesized the impulse response of a piano soundboard through
our synthesis model, whose parameters were estimated from
the analysis of the sound obtained experimentally. This model
will be further linked to an existing synthesis model of hammer-
string interaction [34], [46] using the Commuted Synthesis con-
cept [12], [13].

Fig. 12 shows the extracted damping law and Fig. 13 shows
the time evolution of the modulus of the dynamic filter simu-
lating this damping law. The dynamic filter behaves like a low-

pass filter. Concerning the contribution of the most prominent
modes, we took into account only the ten modes of greater am-
plitudes. The rest of the modes are generated by the initial white
noise. Consequently, in the additive approach, we considered a
sum of ten sinusoids and in the banded digital waveguide ap-
proach, ten feedback loops (one loop per mode).

From a perceptual point of view, the global behavior of the
original signal is conserved and the synthesis sounds are similar
[28]. Fig. 14 shows the time-scale representations of the mea-
sured signal, one realization of the synthesis signal obtained by
the additive approach, and one realization of the synthesis signal
obtained by the banded digital waveguide approach.

V. CONCLUSION—CURRENT WORKS

The synthesis of impact sounds plays an important role in
virtual reality and musical applications. Rather than a precise
sound signal, one seeks a well-perceived sound. The percep-
tion of sound correlates with the nature of the material, the ge-
ometry of the structure, and the type of impact. Consequently,
impact sounds have specific relations among their components:
the damping of the components is mainly linked to the material,
the most prominent components are mainly linked to the geom-
etry of the structure, and the type of impact influences the spec-
tral bandwidth. Constructing such relations between the compo-
nents is analogous to making a tapestry from odd bits of yarn.
Actually, this metaphor fits the synthesis model we presented
since it mainly consists in “reorganizing” the relations between
incoherent components provided by a white noise generator. For
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that purpose, a dynamic filter proved well adapted. We have then
shown that only few modal components are needed to perceptu-
ally simulate an impact on a given structure: the global material
information is contained in the dynamic filter output that takes
into account the damping of the sound components. The model
was very efficient for synthesis as well as for resynthesis pur-
poses. Actually, through perceptually based analysis, the syn-
thesis parameters can be estimated from natural sounds, making
it easy to build a database containing the model parameters for
various materials. Even though this paper focuses on the design
and the efficiency of the synthesis model, note that it is real-time
compatible. An implementation using the MAX/MSP 1 software
allowed us to widely explore the field of impact sound synthesis
and transformations and also opened new directions of research.
We currently use the model to better understand the relations be-
tween physical parameters (damping, most prominent modes)
and sound categorization, as well as the way the brain processes
the information (using Event Related brain Potentials measure-
ments). From a synthesis point of view, we expect the results to
help in determining the variation of the synthesis parameters for
sounds within a given material category. Sound transformations
such as continuous morphing between different materials [28]
lead to valuable stimuli for such psychophysiological experi-
ments. We further expect the model to be extended to the case of
complex excitations such as stacking, rubbing, and scratching.
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